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Deep Neural Network Approach to Predict Properties of
Drugs and Drug-Like Molecules (Wiercioch and Kirchmair)

Designing a deep neural network to predict molecular properties
(solubility, lipophilicity, etc.)

Utilizes 2 separate blocks of representations, one
feature-based and one graph-based.

Outperforms state-of-the-art models on MoeculeNet, a
standard benchmark for molecular ML.
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Model Architecture
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Methods

Model is trained with data randomly split 80-10-10. Final results
are averaged from an ensemble of 10 models.

Classification tasks are evaluated by AUC-ROC.

Regression tasks are evaluated by RMSE.
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Results (Regression)
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Results (Classification)
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Transformer-Based Molecule Encoding (Nayak, et. al.)

Searching for better ways to parametrize molecules and predict
their properties.

Using self-attention layers and transformer neural networks,
the resulting model extracts features more efficiently on small
data sets.

Current molecular encoding techniques leverage message
passing neural networks (MPNNs) that require large amounts
of training data, often unavailable in drug-discovery data sets.
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Learning from Protein Structure from Geometric Vector
Perceptrons (Jing, et.al.)

Better ways to learn from protein structure.

Geometric vector perceptrons allow neural networks to
understand both geometric and relational aspects of 3D
biomolecular structure.

Geometric vector perceptrons replace dense layers in a graph
neural network operating on collections of vectors.

Approach demonstrated on protein design task.
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What is a Geometric Vector Perceptron?

Previous architectures have typically encoded 3D structures by
encoding vector features (node orientation and edge direction)
as scalars in a local coordinate system.

Geometric vector perceptrons allow these features to be
encoded as geometric vectors in a global coordinate system at
all levels of the neural network.
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Results (Synthetic Task)
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Results (Computational Protein Design)
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